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Trajectory Optimization 



approximate solution using iterative LQR 
(similar to extended Kalman filter) 

• locally linear dynamics 
• locally quadratic cost 
• Gaussian distribution 
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Guided Policy Search 

see Levine & Koltun, ICML 2014 









Concluding Comments 

• simple linear dynamics model 

• fast, simple, standard LQR solver 

• can handle contacts despite linear 
model 

• fit very complex policies with guided 
policy search 


