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1. Definition of sequential decision problems

2. Imitation learning: supervised learning for decision making
a. Does direct imitation work?

b. How can we make it work more often?

3. Case studies of recent work in (deep) imitation learning

4. What is missing from imitation learning?

ÅGoals:
ÅUnderstand definitions & notation

ÅUnderstand basic imitation learning algorithms

ÅUnderstand their strengths & weaknesses
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Terminology & notation
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Imitation Learning

Images: BojarskiŜǘ ŀƭΦ ΨмсΣ b±L5L!
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Does it work? No!



Does it work? Yes!

Video: BojarskiŜǘ ŀƭΦ ΨмсΣ b±L5L!



Why did that work?

BojarskiŜǘ ŀƭΦ ΨмсΣ b±L5L!



Can we make it work more often?
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Learning from a stabilizing controller

(more on this later)



Can we make it work more often?



Can we make it work more often?

DAgger: Dataset Aggregation
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DAggerExample
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Imitation learning: recap

ÅOften (but not always) insufficient by itself
ÅDistribution mismatch problem

ÅSometimes works well
ÅHacks (e.g. left/right images)

ÅSamples from a stable trajectory distribution

ÅAdd more on-policydata, e.g. using DAgger
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Case study 1: trail following as classification


