Supervised Learning of
Behaviors: Deep Learning,
Dynamical Systems, and
Behavior Cloning

CS 294112: Deep Reinforcement Learning
Week 2, Lecture 1
Sergey Levine
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1. Definition of sequential decision problems

2. Imitation learning: supervised learning for decision making

a. Does direct imitation work?
b. How can we make it work more often?

3. Case studies of recent work in (deep) imitation learning
4. What Iis missing from imitation learning?

AGoals:
AUnderstand definitions & notation
AUnderstand basic imitation learning algorithms
AUnderstand their strengths & weaknesses



Terminology & notation
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X; — State
0; — observation m(ug|oy) — policy
u; — action
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X; — state




Terminology & notation

X; — State
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u; — action

Markov property
independent of x;_1
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Imitation Learning

supervised

training leaming

data
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ImagesBojarskiS G | f ® WYmcX b+L5L!



Does It work? No

- = training trajectory
; _ T expected trajectory




Video:BojarskiS i | f & WYmMcX b+L5L!



Why did that work?
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Can we make 1t work more often?

L = training trajectory
oo == g expected trajectory

stability



Learning from a stabilizing controller

p(x), uGaussian -distxibimioh obtained using variant of iterative LQR
J
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" (more on this later)



Can we make 1t work more often?

~ — training trajectory
— T expected trajectory
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can we make Paata(0t) = Pr,(0¢)7



Can we make 1t work more often?

can we make Pgata(0t) = pr, (0¢)7

idea: instead of being clever about p;,(0¢), be clever about pgata(0¢)!

DAgger DatasetAggregation

goal: collect training data from p,,(0;) instead of pgata(0¢)
how? just run mg(us|o;)

but need labels u;!

1. train mp(us|oy) from human data D = {o1,uy,...,0n,un}
2. run mp(w|os) to get dataset D, = {01,...,0n}
3. Ask human to label D,. with actions uy

w2aa Si fd Yum
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1. train mp(us|oy) from human data D = {o1,uy,...,0n,un}
2. run mp(w|os) to get dataset D, = {01,...,0n}
[3. Ask human to label D, with actions uy ]

(.[:' e w .

w2aa Si fd Yum



Imitation learning: recap

supervised

training learming

data

AOften (but not always) insufficient by itself

ADistribution mismatch problem A
ASometimes works well h <
AHacks (e.g. left/right images) V
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Case study 1: trall following as classification

A Machine Learning Approach to Visual Perception
of Forest Trails for Mobile Robots

Alessandro Giusti!, Jérdme Guzzi', Dan C. Cire§anl, Fang-Lin He!, Juan P. Rodriguezl
Flavio Fontana?, Matthias Faessler?, Christian Forster?
Jiirgen Schmidhuber!, Gianni Di Caro', Davide Scaramuzza?, Luca M. Gambardella'



