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1. Last time: learning models of system dynamics and using optimal 
control to choose actions
ÅGlobal models and model-based RL

ÅLocal models and model-based RL with constraints

2. What if we want a policy?
ÅMuch quicker to evaluate actions at runtime

ÅPotentially better generalization

3. Can we just backpropagate into the policy?

Overview



1. Backpropagating into a policy with learned models

2. How this becomes equivalent to imitating optimal control

3. The guided policy search algorithm

4. Imitating optimal control with DAgger

5. Model-based vs. model-free RL tradeoffs

ÅGoals
ÅUnderstand how to train policies using optimal control

ÅUnderstand tradeoffs between various methods

¢ƻŘŀȅΩǎ [ŜŎǘǳǊŜ



So how can we train policies?

Å{ƻ ŦŀǊ ǿŜ ǎŀǿ Ƙƻǿ ǿŜ ŎŀƴΧ
ÅTrain global models (e.g. GPs, neural networks)

ÅTrain local models (e.g. linear models)

ÅCombine global and local models (e.g. using Bayesian linear regression)

ÅBut what if we want a policy?
Å5ƻƴΩǘ ƴŜŜŘ ǘƻ replan(faster)

ÅPotentially better generalization



Backpropagate directly into the policy?

backprop backprop
backprop

easy for deterministic policies, but also possible for stochastic policy



²ƘŀǘΩǎ ǘƘŜ ǇǊƻōƭŜƳ ǿƛǘƘ ōŀŎƪǇǊƻǇ ƛƴǘƻ ǇƻƭƛŎȅΚ

backprop backprop
backprop

big gradients here small gradients here



²ƘŀǘΩǎ ǘƘŜ ǇǊƻōƭŜƳΚ

backprop backprop
backprop



²ƘŀǘΩǎ ǘƘŜ ǇǊƻōƭŜƳΚ

backprop backprop
backprop

ÅSimilar parameter sensitivity problems as shooting methods
ÅBut no longer have convenient second order LQR-like method, because policy 

parameters couple all the time steps, so no dynamic programming

ÅSimilar problems to training long RNNs with BPTT
ÅVanishing and exploding gradients

Å¦ƴƭƛƪŜ [{¢aΣ ǿŜ ŎŀƴΩǘ Ƨǳǎǘ άŎƘƻƻǎŜέ ŀ ǎƛƳǇƭŜ ŘȅƴŀƳƛŎǎΣ ŘȅƴŀƳƛŎǎ ŀǊŜ ŎƘƻǎŜƴ ōȅ 
nature



²ƘŀǘΩǎ ǘƘŜ ǇǊƻōƭŜƳΚ

ÅWhat about collocation methods?



²ƘŀǘΩǎ ǘƘŜ ǇǊƻōƭŜƳΚ

ÅWhat about collocation methods?



9ǾŜƴ ǎƛƳǇƭŜǊΧ

generic trajectory 
optimization, solve 
however you want

ÅHow can we impose constraints on trajectory optimization?



Review: dual gradient descent



A small tweak to DGD: augmented Lagrangian

ÅStill converges to correct 
solution

ÅWhen far from solution, 
quadratic term tends to 
improve stability

ÅClosely related to alternating 
direction method of 
multipliers (ADMM)



Constraining trajectory optimization with dual 
gradient descent



Constraining trajectory optimization with dual 
gradient descent



Guided policy search discussion

ÅCan be interpreted as constrainedtrajectory optimization method

ÅCan be interpreted as imitation of an optimal control expert, since step 
2 is just supervised learning

Å¢ƘŜ ƻǇǘƛƳŀƭ ŎƻƴǘǊƻƭ άǘŜŀŎƘŜǊέ ŀŘŀǇǘǎ ǘƻ ǘƘŜ ƭŜŀǊƴŜǊΣ ŀƴŘ ŀǾƻƛŘǎ ŀŎǘƛƻƴǎ 
ǘƘŀǘ ǘƘŜ ƭŜŀǊƴŜǊ ŎŀƴΩǘ ƳƛƳƛŎ



General guided policy search scheme



Deterministiccase



Learning with multiple trajectories



Case study: learninglocomotionskills





Stochastic (Gaussian) GPS



Stochastic (Gaussian) GPS with local models



Robotics Example

supervised learningtrajectory-centric RL


